Green Data Center

By Joe Prisco, P.E. and Pam Lembke

What is a green data center? Data center industry stakeholders are discussing
definitions in various consortiums and forums, but a publicly obtainable document is not

currently available.

One common approach to greening the data center is to extend the U.S. Green
Building Council (USGBC) Leadership in Energy and Environmental Design[R] (LEED)
program. Currently, the LEED Green Building Rating System offers a performance assessment
method to document the environmental consciousness of a commercial building in design,
construction and operation, but LEED does not directly focus on data centers.

The performance assessment method
has certain prerequisites and assigns credits
in different categories: site, water, energy,
materials and indoor environment. The credits
accrued across all categories are added
together to generate a single, overall score.
The score determines the certification level,
where a greater number of credits equate to a
higher certification level. (1) Although LEED
defines a green building and includes energy
efficiency, it is geared towards human and
environmental health and does not entirely
consider the energy intensive aspect of the
data center, which accounts for 1.5% of the
U.S. retail electricity. (2) To address the unique
energy density in the data center, this article
proposes an evaluation system to grade a data
center on the entries fulfilled.

The evaluation system consists of two
elements, the point structure that determines a
grade and the detailed information that describes

the documentation requirements which must be

adhered to for points. The point structure
and detailed information are broken down into
five groups: facilities, mechanical, electrical,
operations and efficient practices/innovation.
Within every group, there are categories,
entries and a numbering system.

The point structure contains a certain
number of prerequisites in each group that
must be fulfilled to be considered for a grade.
There are 28 prerequisites out of a possible
130 points; therefore, the prerequisites .
represent 22% of the total points. Table 1 shows
the distribution of points per group.

The grading scale is as follows:

1 = 66% +

2 = 51% - 65%

3 = 36% - 50%

4 = 22% - 35%

5 = Does not meet prerequisites

The evaluation system currently is
organized for a new data center, sometimes
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referred to as a greenfield or grassroots data
center. However, the detailed information
includes “E only” designations which mean that
the specific descriptions and documentation
requirements would apply only to existing
data centers. For the purposes of this article,
the existing data center point structure is not
included.

The following pages give the breakdown
of the data center energy efficiency evaluation
system by group. Each group includes category,
alphanumeric number with allocated points,
description and documentation headings. As
an example, the first group, Facilities, gives
points in two categories: Planning as well
as Building and Construction. Planning has
two prerequisite entries, indicated by PR,
and seven optional entries that are assigned
an alphanumeric number. In the planning
category, G1-1 is a prerequisite and G1-3 is
an option. Each entry includes a description,
documentation requirements and lists the
potential amount of points in the Number
column. If the documentation requirements

s

Points

are satisfied, the points are granted.

The intent of the evaluation system is to
focus on a single environmental attribute
due to the nature of computing in the data
center and the scrutiny of data center energy
efficiency, as evident in the EPA’s report to
Congress. (2) The data center evaluation
system is not intended to be a green building
rating system like LEED or other rating
systems that have been established; however,
the data center evaluation system could be
positioned as a supplement to a recognized
building rating system.

In conclusion, the evaluation system
provides an initial means to grade the energy
efficiency impact of the data center. The
evaluation system is in its infancy and the
authors acknowledge that more work needs
to be done in collaboration with ASHRAE
Technical Committee 9.9, Mission Critical
Facilities, Technology Spaces and Electronic
Equipment and other organizations to create a
comprehensive data center energy efficiency

evaluation system.

Prerequisites

Table 1: Allocation of points in each group.
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THE ENERGY EFFICIENT DATA CENTER

Point Structure

Mechanical

System Selection
Evaluate advantages and disadvantagos of each air conditioning type
basod on the following critoria por footprint:

G2 climate

G2-2 nstaliation oase

G2-3 maintenance and servicoability
G2-+4 roliability

G5 scalability

G2-6 hoat romoval capacity por footprint

G2-7  Review redundancy options to find the most officiont option that mooets
availability objoctivos and install tho propor systom.

628 Study energy officiency tradeoffs in oporating the air conditioning systee 3 {:]
Cooling System Design
Chose either Chilled Water or Direct Expansion.

Chilled Vater System Design
Chooso high officioncy components in the following arcas:

G2-9 Chitlors

G2-10 Pumps

G211 Fans

G2-12  Chock chillor capacity tradeoffs with simulation software

G2-13  Dosign pump and piping systom to control pump hoad prossure

G214 Doterming and imploment mothods to keep the ECWT as tow as possible

Direct Expansion System Design OR
Chooseo high officiency components in the following aroas:

G2-15 Comprassors

G216 Pumps

G217 Fans

G2-18  Ensure proper condenser hoat transfor and spacing

G2-19  Dosign pump, piping systom, and fans to control pump head pressure

G2-20  Installing an oconomizor coil
Closely Coupled

G2.21  Roview local cooling options such as liquid, in rove, or overhoad cooling.
Cooling System Maintenance

1
1
1
i
i
2

62-22  Establish a vitton process to maintain officiont oporation 2 [ ]
at a minimum, include manufacturors guidelines for maintenance of:

G2-23 COMPIassors . 1

G2-24 pumps 1

G225 fans 1

G2-26 cooling towors 1

Establish a writton process for cloaning hoat transfor areas of;

) v P :
ASHARE JOURNAL 2008 - 2009 45



Green Data Center

G237 Cooling toveors 1
G228 Condenser coil faces i
G229 Humidifiors 1
G2-30 Condonser and evaporator tubos 1
Alternative Cooling
Economizer Design
Dotormineg if an oconomizor can result in onorgy savings by looking at:
G231 Woather bin data 1
G232 Reduction in facility cost versus added costs 1
Dotormine which type is suitable
G2-13 Air side economizer 1
G134 Water side economizer
G2-35  Imploment economizor with propor environmontal controls
Economizer Maintenance

G2-36 Install and use monitoring on all economizers
Implansent a process for calibration and maintenance of:

G237 Temporature and humidity sonsors 1

G2-38 Control systoms i
Thermal Storage

G2-39  Review tho potential for a cooling storago managoment system i

GZ-40  Imploment a cooling storage managorment systom 3
Waste Heat

G:2-41  Analyzo building and calculate wasto hoat costs
G242 Implement waste hoat rocovery system or rouse wasto hoat

Electrical

System Selection
G3-1 Understand oloctricity gonoration and consumption
Vorify oloctrical systom dosign losses;

632 Yoltago convorsions 1
G3.3 Conductor run lengths, gaugo, and hoating 1
G34  Design redundancy only to the required lovel 2
Choose high officloncy compononts
G315 CRAC/CRAH motors with variable air volume fans i
G636 UPS with scalable/modular capacity i
G637 Other aspocts spocific to your data conter 1
G388 Install monitoring oquipment at sl points in the electrical network 5
639 Obtain accurate and detailed eloctrical motor roadings and bills 1
and porform caleulations on onorgy usago and invostmeonts
IT Equipment
G3-10  Develop an enargy profilo 1 L__;
Chotse high officloncy equipment: [:_3

G311 Powor supplios 2
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G172
G313

GI-14

ikt coro processors
Dynamic poveor managemoent
Enablo power managemont tools on equipment

Alternative Energy

G115 Supplement ytility with distributed goneration
G316 Combined heat and power
G117 Fuel colls
Supplomont utility with a ronovable enargy source
G318 Photovoltaic panols
GI19 Wind
G320 Othor
Totals
Operations
Temperature
: G4-1  Optimizo tho roturn air sot point of tho CRAC/CRAH
G4-2  Set higher supply air temperature
G443 Uso a supply sido tomporature control systom
| Humidity
f G444 Choose a systom with the least oporating costs, but tightest control
G445 Set minfmum relative humidity to lowest allovable lovel
GA-6 Altow targer CRAC/CRAH humidity control toleranco
G4-7  Uso dew point humidity controd
G4-8 Install humidification oquipment on make up alr units only

?revantative Maintenance

G449 Have tho data conter cloaned regularly by profossionals
Schodulo maintenance for CRAC/CRAH units o
G410 Filtors
G- 11 Pulloys
Gt 12 Bolts
Schedule maintenance for eloctrical systom on:
G413 Electrical connections
Training
Ga-14 Al employoes must complote a training course on energy efficiency
and best practices
. G185 Set up an onergy Improverasnt omployod rowards program
| Commissioning ;
: G4-16  Ensure infrastructure has boen fully engincorod and tested
Gi-17  Check data contor vitals and comparo 1o commissioning data

Totals |
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Facilities

G Show energy optimization has been a focus since the beginning of

tho design procoss
G2 fnvobee all stakoholdors in the whole design procoss

GEE o Simulate the data conter with CFD software
Giod Rodel the electrical system to analyze efficioncios 1
Vorify all tradeo!fs in doesign:
G5 High density vorsus more space 1
Glh UPS loading and rodundancy for officioncy 1
Gi7 Other tradeodfs spocific 1o your data contor 1
G118 Design data conter to be scalable/modular 1
G199 Compile and froquontly update a plan for future growth 1
| Building and Construction
G110 Minimizo data contor envolope lossos i L_J
Room dosign:
G- Hinimize amount of windows 1
G112 Uso vapor barriors and irsulation on building exterior {
G1-13 Use vapor barriers and insulation or oguivalont on piping and val 1
G4 Local mochanical plant as close 1o data center as possible 1
Architecture:
. GBS At loast a 24 in (610 mm) raisod floor
Gi-t6 At loast 10 foet (3 m) from raised floor to drop cedling
I ¥ At toast 4 foot (1.2 m) from crop coiling to stab of noxt floor
Lighting:
Gi-18 Hindmizoe smosunt of lighting
Gi19 HMake all tehting as officlont as possible
5320 Apply timers and sensors to the lighting 1
G121 Install task tighting for low occupancy arcas §
Totals ”
Efficient Practices and Innovation Points
Hot Aisle/Cold Aisle
G5 1 Arrango racks in hot aisle/cold alsle position i
Perforated Tiles
G52 Havo perforated tiles properly placed within datacenter i
G653 Correct amount of porforated tiles based on opon area 1

Raised Floor

G- Seal unnocossary oponings in thoe ralsed floor H

G5%  Mindmizo undor floor blockapes from pipes, cables, 1
porargr whips, 94C,

G546 Use filler panels in and botwoon racks i
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Gh-7 Use end bafflos at the end of overy row and over tho top barriors § E:]
Above Floor
GH 8 Utilize overhoad cablo trays

G549 Duct returmn airflow back 1o CRAC/CRAH units 2

0510 Keop up to date with best practices i
Innovation

G511 Unique ongincoering solutions to improve energy officiency 5 l_____j

rotats [ 16 | 4 |

Overall Totals
Possible Criteria 130
Criteria Fulfilled 28
Total Percent Obtained 22%

THE ENERGY EFFICIENT DATA CENTER
Detailed Information

Documentation/Submittal

System ) whm advantages and disadvantages of the different types and quantities of mir Jocument the evaluation process and results.
Selection 2.2 leonditioning with respect to effiviency and the facilities strategy that considers
2.3 Jelimate, installation, maintenance, serviceability, reliability, sealability, and heat
G4 Jremoval capacity per footprint. Options include chilled water and disection expansion
G5 (DX with air cooled, water cooled, or glycol cooled condensers. Install or vetrofit the
L6 et afficient air conditioning system according fo the stated critena,
G2.7 [Review rediesdmcy opfions uch % 1] o the number of components operating in | Document fae choices and the rationsle.
eries or parallel, er 2n in the piping srangement to determine the most efficient
operating points while meeting availability objectives.
G288 [Study energy eEécxency tradeoffs in the operation of the ai conditioning system. For Fﬁmmm the optinym operating point via
example, sofrware simulation or analysis of historical
-Raising the chilled water temperature reduces cooling coil capacity whichcould  loparssing data. Document strategies that make the
vaise the air temperature in the data center, resulting in air conditioning wnit fans ir conditioning system energy efficient,
operating at a hizher speed to remove the heat,
-Ratsing the chilled water temperature increases the amount of chilled water that
must be pumped to the cooling coil to remove a ziven heat load,
Lowering the condenser water tamperature could increase the fan speed in the
ccoling tower,
Chulled Water [Getect mdividual Iigh eficlency components i the Al CONGLORME systen: Record make, model, and specifications for the
. Design G219 Chillers ~ review efficiency s a function of chiller type and size available from.  |components reviewed and selected. Documeant the
ASHRAE 90.1 Energy Standard. final choice of squipment brand name, make and
model; include efficiencies at 90%, 50%, 80% load
G210 | -Pumps (chilled water loop, condenzer water loop) and the normal expected operating point for the
G2-11 | -Faus (cooling towers, CRAH) ;

components.
tudy chiller capacity based on condenser water uv'out temperataes as well as chulled  [Racord the results of the conditions reviewed via
cater y'out temperatuyes. chiller manufacturer computer aided software.
system puanp pressawe low with regulation valves that modulate water flowte  [Document piping and pump design.
ontrol pump head pressure. The pump and piping must be sized appropriately.
Study methods to keep the ECWI 25 low 2 possible within the acceptable limit of the [Record mathods reviewed and docunsent prefemed
iller and keep efficiency at ahigh level. A possible method includes, but s not approach.
imited to, installing a larger cooling tower with increased swrface area and fee area
within the towes fill to reduce the size of e fan motor. Another posaibility is to take
sutage of wet bulb conditions in the cooling tower system.

G120

G2-13

G214

H
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THE ENERGY EFFICIENT DATA CENTER

Detailed Information

Category ‘Number Description Documentation/Submittal
Direct G2-15 [Select ndividual hugh efficiency components i the aly conditionmg svateny: Record make, model. and specifications for the
Expansion - G2-16 -The munber and fype of compressors per aw conditioning unit (CRAC) components reviewsd and selected. Document the
Design G2-17 -Punys (flud cooler loop) final choies of equprent brand wame, make and
-Fans (cooling towers, air-cooled condenzer, or fiwid cooler) sodel; melude efficiencies at 20%, 50%, 80%,
100% load and the normal expected operating
o for the componenss.

G218 |Review ait cooled condenter heat hantier atea ang mstallation spacing to reduce Decument tae an-cooled condenser desizn and
conderiing temyperatires and avoid alr resizetiation that 1ases comprasior power iustallation plane for effective heat removal.
cowsumption.

G219 [E-{eep system puznp pressure low with regulation valves that modulate Sow to contol [Document pipiug, prmp dezign, and fan cwrves.
uanp bead presswre to fluid coolers and ccolmng towers, dielectics 20 keep heat
l‘Q]?Cﬂ@ﬁ pumpmg uLage ;mjti% OF DIANAZEe '\21/',.1&2 u&?i@ prasige. Fﬁﬂ pamp md

iping must be sized appropriataly.
G2-20 stall an economuzer conl that can be wiad to bypazs the CRAC heat exchanger when  [Docwnent the make and model of the CRAC and
bient conditions parmit the glycol m the fuid cooler to ubstitate the refiigeration  Jthe contrel strategy for wse of the econonvzer coil

evele.
[Closely G2-21 view Jocal cooling options to reduce fan power or air heat load in the data center.  [Deteroune faasibibity of mplexsenting options that
Coupled m;: inchude, but are wot lmuted to, lquid cooling, mn-row cooling, and overhaad  fimprove ensrgy efficiency.

coo!
Chilled Water 'fi only  [Maintain an acovyate and detaled daily operating log of the air conditioning system  [Log data i a format that 15 easy to wse for wending
amd DY . including flow rates. Regularly compare the data to the design and inital start-up aud detailed analysis.
[Opera!ion information 1o datect problenys or inefficient control settings.

E oniy view the operating pe of the aw condit system to & the Track the ditferenice in OpeTation and etfeiency
most ensrgy efficient operating pomt. Make the necessary ady o comp Joom itoring before and after any air

trols, valves, and bullding sutomation systems to increase efficiency based on conditioning system. Note the most efficient
vivonmental conditions, operating point based on internal or external
Jenvaremmant conditions

Chilled Watey
aud DX -~
Preventative
Muntenance

Number
G2

THE ENERGY EFFICIENT DATA CENTER

Detailed Information
Description

[ saabiichs o ot of processes to ddequately mautam #E0G0T oparation, velobaliny, and

Documentation/Su

Do asd ok yvasialie vo all trmned

e connel die written muatennct povedises and
wehadule for msineenince Sor 3l equipnen,

e fovencing reanufachpen as necarsay. Sebup s

it e be naad for dats sining. Obtain one pount
for writhen guadelioes and additional posnts for each
vasens i the puidelines.

G223 Infepen of the wir conditoning syitem. A 3 misnm comgressors should be newed
God o leaks and pranps peoperly Iibeicated
G223
G228 1
Eonly [Kesp pood muintenance records that show preventative mustenance scticss as well a2
m»c%mim& manemnse ptess. e components wath Begquent setavity.
2.27  [rer aw condmoning syt that use 2 cooling tower, clean to mummaze drops m Ay

and wister precsups, hanve an agpresive water eatment program, and el the intake
<eraumer

 [pres——n procedzres and whedads Sor cleany

[For ar condimonuy T en that 5o an iy cooled condessey, omp e ool Shews clean
o peczmots e wansler effichny. Blocked Sas can invense musparanyes, poesaes

PO

ot 2k

for et CONtAEnALOn.

& watsg

Tyl 10

foept withén tigde buanidity tnwats, eupecially if #t offers moce fise coolung hoves than i
.mwmms The vester-ade sconomar haat excbonger. when uwsed with 2
! Mdumw;@émmmwg&%cmmwmmpmmmm&w

(50 Jean wvaporsto and coudener tabel 1o Seep temperative: on the heat transfer
curfaces Sons dreasing with wealing and Souling,
Alemative Cr0.31 [mcerhpane the Sreststs i QX% (o DGIE T EuTTHEe, 10 QEeruIe (f a0 o108 Sa o |LMHIA the Tl OF Huk Weates T ertpRten,
Cooling ~ hoates-sade ecomomsbers com vhonlt w snagy saving: for the dats cetes. outiining te potentiol monder of duys an
Econouizer econamurer £ be run
Detign '” —_—
G2.32  [The potenial reduction 1n fiaabty energy costs should be compored to the potennial [Frosect the ecomomuer capaal, rtallstion, aud
added couts of buslding wpoce, selishdlioy, cxdfbeaton, snd waistenanee. operation conts 1o deterzaing the payback pavied
Dased on eneray sanmne
G133 l. Selert an airende sconcener with &y tulb tempertme control (snuble) oo Racord the make and mode] of sconcumzer and
stare ad basndity control (ehalpy) Propes amalysis sod design me necessasy }«Wn smweisaioal drawing with schematie of it
o etere the teperature xnd hupadiny st onitenia o prrally or Rl meet dis hest  Hovanien and svangessenr with ot souipuoes,
Load yequereants.
- A se-cide econcason witlh 1 dud esthalpr contrel wyvten. wiach sctively
dgares to outside aur vod tes s exnhalpy, can optisse econoMETes SpeAtINN
« Beaperative cooded sur-ude sconousiers that use » divect evaponative cooler 10 add
usoustare 1o the st i farther snhince econdusise opertivn
Gl-34  (Waneude sconoumzers shoudd be comadered s oz woppbied 1o the Hicduy ot be

*mam&m 00 At '%AMW 10 »EL X
w@mw mzw&a}m d § valves foater-nde) baced ¢ the

5 Sawtnd

B0

m Wit Sgeratiag AMS 25 COOItE Wil Tok
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‘ Detailed Information

Category Number Description
Alternative G2-36  Dlonisonag of aiz-side xad water-ide econcuizer elesoents mm bo done 1o ensize
Cooling ~ correct operation and 1o maxiznze the amoust of energy savy
Econoniizer
Masntenance
G237 [oahbeanon and mamtensmce of air-ade tepenatare and or tnmsdity sensors 2 well 23
Grag 4i&mmwm&smmummﬁmmwwnwm
Alternative G239 : o amd tie toved Soolbd WatEE, 164, 60 CL5es ecka Suning peik wect e thenmal stovage eapital, wstallason, and
|Cooting ~ ,ty s e«:‘xﬁw «&xm comerve ens gy when thae 35 x sgnificont difference iy perazioe eouts o dettnmine estiniaed m%nw of
Thersl energy demand betnsen paak sod offpesk bows. The thenmal wovage con slso be i
Storage m«é 3% % sesrve i e event of 3 cduller Bilwe. i
zwmm:mm@}mmxk&%
G240 0 existing squipeent i the smalveis, Toplement
1 thereal shosage systenn i the analysis b faverable.
E(}a}y tay the lood Varaaton of the dxts center xnd watel 3t ko & thenmal storage wyttem, am:ﬁ%@mmw&mmw
Broam s establishad baselone,
Alrerative Gl AW SateEes to TECOTER waste baat frons buolding dpsce heating, Soaseihie wites : sategees evveswed and the cutens
i(‘wﬁugu shecrption or sdorption cillers, or cnsite electrieity pecanaton. Calewlate  hused to dereronine Beanibiliny,
Waste Heat A Wﬁwm&wfhﬂm&w»wﬁmm%wmﬁwﬁ

(7) o 3
£.5.) ASHARE JOURNAL 2008 - 2009 51

E /o



Green Data Center

Category

v o
Temperature

umber Description

THE ENERGY EFFICIENT DATA CENTER
Detailed Information

i i A SRl i
primize e returs 3l set-point of the CRAC and/or CRAH 1o provide the necessmry  [Study and huplemsent 3 1t provides energy
- fficiency benefits.

oolmg Inma&mg the returs set-point sbove the T0°F can increase the
ity and efficiency of the CRAC/CRAH,

e »&%emhwmmammma%mmm&yéﬁm&ﬁmg&zww

which meisture must be added. This could potentially aveid the need for yeheat

elements, aithongh some hunidification may be necessary. In d supply air

 snerease chiller efficiency and econowizar howrs of oparation in

Documentation/Submittal

bm mc mpp&y side temperature control to maintain a constant discharge

Study faasibility of waplementing.

AR PITG

[Fumidity

%m » hunudification system that hus the least operating costs with tight control

the environn
3@% tha relative hunudity to the lowest level bmdau ASERAE Thermaal Guidehnes
[for Data Processing Envivonments oo to a muinimum Jevel based on extermal climate

badios

Compare hmdzﬁcmm sysiems such as eleete

Gd-6  JAllow a large humpdity control tolerance and uze dew pomt control 1o sunimize
(,ng’ inltaneous hunidification and debumidificstion of adiacent CRAC/CRAH nans.
" Ga.8 [17 there 15 3 need for Bunsdfeation, comin limg bundification equpmant o

osaka e air nuits woed for positive presswnization

Category
Preventative
Maintenance

Number
G4-9

THE ENERGY EFFICIENT DATA CENTER
Detailed Information
Description
: data center cleaning should be done by 2 qualified, experienced company to
optimizes equipment efficiency and performueice.

Documentation/Submittal

Document a plan for data center cleaning.

Derform regularly, scheduled mamtenance on tie CRAC and/or CRAH filters, pulleys,

-Aﬂm’amm&mmmmhﬁmb&mmmhmfm

static pressure and energy wse. Ensuge that there are no air bypass pathways.

tm et amtomww

G4.12 -Pulleys should be adjusted to provide the appropriate CFM based on the fan curve.
o ~Belts should be checked for wear and tear fo minimize slipping and debris.
G4-13  [Electncal connechons with fittings should be checked for damaged or loose it preventative mamtenance plan that inchedes
icommections and hot spots via infrared imaging. fraquency, procedure and nforpaation from the
turer vegarding the proper upheep of the
—Emﬁy ofwwmmmmahm»mm Dmmamﬁmanéﬁxdnﬁm
[Training Eonly [Eaca : hat the IT and facility operations staff recerve sducation on idenfification md | Traming must be completed with record of Gamng
foroper operation of all systens snd thelr energy efficiency featwes, for cuvent enployess and plan for training new
G4-14 E B!uhpohmsmmmﬁmdﬁc;l;!}mm&mmmbmt d part of the truning cowze.
;“ri‘ urags &aﬂmdﬁcﬂi@mmm&'tom&rm&mmmmfu
[Commussion G4-16 Encme de@a@h&sbum&ﬂym@m&dm&tnw&. Document a plan for cotumissioning to establizh a
baseline of the mechanical and electrical systems.
.—ﬁmﬂy ycmamm&mmmmﬁnmwmmgmddma}wm [Record the results and indicate which systems may
bnoriodically, require replacernent, timeftame, and costs
compared to savings
G4-17  |Enow Aapmnz'zmazpropﬂvazw maﬁmmhmmeﬂmammﬂwz, At 2 nunwaum, include @ the plan for

v,} u:» gasign tolaranes snd raams ,,1 007 L W PR qwqﬁ RIPAEAEAEM FA o WA
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THE ENERGY EFFICIENT DATA CENTER
Detailed Information
Category nmber - Description Documentation/Snbmittal

Planning 1-1  |Introduce energy optimization at the earliest possible phase of the design processto [Document a stuategy to follow whach outhnes the
minimize operating expenes. : ! contintions need to yeview the enerzy
: aieE s N Wmofallxmmofdmmmd !
; : : operating the data center, :
B wlw all ﬂ‘ &cﬁxzm, wimamgmm in the émg:o process to ;chm"c solutions JCreate a data center team that includes theprop«r
3 ;- frepresentation to achieve energy efficiency
mz'aamtbeﬂ ﬁcxhxy imp’.zm;
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THE ENERGY EFFICIENT DATA CENTER

scription
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